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ABSTRACT: The interpretation of electron paramagnetic resonance
spectra of polynuclear transition metal complexes in terms of
individual contributions from each paramagnetic center can be greatly
facilitated by the availability of theoretical methods that enable the
reliable prediction of local spectroscopic parameters. In this work we
report an approach that enables the application of multireference ab
initio methods for the calculation of local zero field splitting tensors,
one of the leading terms in the spin Hamiltonian for exchange-
coupled systems of high nuclearity. The method referred to as local
complete active space configuration interaction (L-CASCI) represents
a multireference calculation with an active space composed of local
orbitals of the center of interest. By successive permutation of the
active space to include the localized orbitals corresponding to a
particular center of the complex, all on-site parameters can be easily obtained at a high-level of theory with a corresponding low
computational cost. Benchmark calculations on synthetic complexes confirm the validity of the approach. As an example of the
applicability of the L-CASCI method to large systems, we determine the local anisotropy of the Mn(III) ion of the tetranuclear
manganese cluster of photosystem II in both structural forms of its S2 state.

■ INTRODUCTION
Transition metal cluster complexes are ubiquitous in nature and
synthetic chemistry, playing an enormous variety of roles
ranging from multielectron catalysts1 to single-molecule
magnets. Among the techniques for characterizing them,
some of the most powerful are those that probe the magnetic
properties of these systems, such as electron paramagnetic
resonance (EPR).2 These methods provide important
electronic structure information complementary to static
spectroscopic and diffraction methods,3 revealing, for example,
the spin and oxidation state, as well as the local ligand
environment of the transition metal centers.
The interpretation of EPR spectra is performed within the

conceptual framework of the spin Hamiltonian formalism.4,5

Compared to mononuclear transition metal complexes, EPR
spectra of exchange-coupled polynuclear complexes are more
difficult to interpret, and typically the system is described using
a coupled spin Hamiltonian.6 In this approach, the experimental
spectra are fitted using a set of spectroscopic parameters that
describe an “effective spin”, which results from the vector-
coupling of the individual spins of the system. However, by
employing a coupled representation of the spin Hamiltonian,
the connection with the spectroscopic parameters that refer to
the individual paramagnetic centers is not usually obvious.
These on-site parameters are nevertheless of central importance
because they can be correlated with the local coordination
environment of a given paramagnetic center, and therefore a
mapping between the two representations is often sought.
Theoretical methods are increasingly being used for the

calculation of magnetic and spectroscopic properties in

polynuclear complexes.7−9 Approaches based on density
functional theory (DFT), such as the broken-symmetry
method,10−12 can be used to provide a more complete picture
of the structural basis for the spectroscopic properties of
paramagnetic ions. In previous contributions from our group
we addressed some of the problems related to the calculation of
these parameters in clusters of arbitrary shape and nuclearity,
including a strategy for the calculation of the local hyperfine
coupling (HFC) tensors from broken-symmetry DFT calcu-
lations, and their mapping to the coupled representation via a
spin-projection procedure.13−15 This has allowed us to explore
correlations between structural features and spectroscopic
properties for a number of synthetic and bioinorganic
polynuclear clusters.16−21

Calculation of the local zero-field splitting (ZFS) tensors has
also been the focus of recent theoretical studies.22−26 A
pragmatic approach for the calculation of this property relies on
replacing all but the center of interest by diamagnetic ions with
similar ionic radius, which would presumably account for the
electrostatic influence of the substituted centers. In doing this
the local ZFS tensor can be evaluated using methods that have
been proposed for mononuclear complexes. We have recently
employed this methodology to calculate the on-site anisotropy
in an antiferromagnetically coupled manganese dimer,25 while
other groups have used it to estimated the local parameters for
nickel- and iron-containing systems.23,26
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More rigorous approaches do not rely on diamagnetic atom
substitution, but require instead modifications of the terms that
enter in the expressions of the ZFS tensor. One way to achieve
this is by changing the spin−orbit coupling (SOC) operator
such that it only accounts for contributions originating from a
single center.22,24 Alternatively, the same terms can be
expressed using localized orbitals. The local tensor is then
formed by summing the contributions originating from the
localized orbitals associated with that particular center.27

However, both approaches have been limited in their
implementation of DFT-based methods.
Wave function-based methods have also been used to derive

local ZFS parameters. The spectroscopic parameters of the
model spin Hamiltonian of a dinuclear nickel complex that
included the local ZFS parameters were extracted using the
effective Hamiltonian theory.23 To account for the initial
discrepancies observed in the analytical and numerical
representations of the model spin Hamiltonian, higher-order
operators were introduced in the model spin Hamiltonian to
adequately describe the anisotropic exchange between the two
centers. This, however, increases considerably the parameter
space used in the fitting procedure, and makes the augmented
spin Hamiltonian cumbersome to use. In the case of large
systems such as the tetranuclear oxygen evolving manganese
cluster of photosystem II,28,29 or even larger systems such as
the polynuclear single molecule magnets,30 this difficulty is
compounded by the enormous computational effort required
for an adequate wave function-based ab initio description of the
entire system.
Here we present a methodology for the calculation of local

ZFS tensors in polynuclear metal complexes that is based on
multireference ab initio computations performed within a
localized orbital space. The approach retains the rigor and
accuracy of multireference wave function-based theory, while
being fast and scalable to large transition metal clusters. The
method is benchmarked against experimentally characterized
synthetic manganese systems of increasing nuclearity, namely, a
mononuclear Mn(III) complex, a Mn(II)Mn(III) dimer, and a
Mn(IV)2Mn(III) trimer. We focus on calculating the ZFS
parameters of the Mn(III) ion, since significantly lower values
are expected for the other oxidation states of the manganese
atoms.31−33 Following this, we use the approach to calculate the
local ZFS parameters of the unique Mn(III) ion of the oxygen
evolving complex of photosystem II in the S2 state of the
catalytic cycle and examine the implications of this refined
description of its electronic structure for the prediction and
interpretation of spectroscopic observables.

■ THEORETICAL BACKGROUND

The Spin Hamiltonian. In systems with more than one
unpaired spin (S > 1/2), ZFS describes the removal of the
degeneracy of the magnetic sublevels in the absence of an
applied magnetic field. It is parametrized by the D-tensor that
enters in the following phenomenological spin Hamiltonian:

̂ = ·̂ · ̂H S SDZFS (1)

In a coordinate system that diagonalizes the tensor, the ZFS
can be expressed in terms of the parameters D, E, and the
tensor orientation, the former defined by
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The D and E/D values are typically given in a coordinate
system that fulfills the requirement of having the ratio of the E
and D parameters (E/D) between 0 and 1/3.
It is often the case that for the simulation of EPR spectra the

exchange-coupled system is treated as an effective mononuclear
system with a total spin S. In this representation, the spin
Hamiltonian that describes a particular state of interest, usually
the ground state, is

∑μ̂ = · · ̂ + ·̂ · ̂ + ·̂ ′ · ̂H B S S S S Ig D A
i

n

i iB
(3)

Here μB is the Bohr magneton, B is the external magnetic field,
and the first two terms represent the Zeeman and ZFS term
associated with the total spin S and are parametrized by the
effective g-matrix and D-tensor. The last term sums up the
contributions arising from the interaction of n centers with the
total spin S through a set of hyperfine coupling tensors. This
representation is referred to as the coupled spin Hamiltonian.
Alternatively, the complete spin manifold for the exchange-

coupled system containing n paramagnetic centers can be
described by the following Hamiltonian:
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For each center the previous equation contains an electronic
Zeeman term, an electron−nucleus hyperfine term, and a ZFS
term. The last term of the above equation represents the
exchange coupling between the centers, assumed to be isotropic
in this work, the gi-matrix and the Ai and Di tensors parametrize
the Zeeman, hyperfine and ZFS interactions for the ith center,
Jij is the Heisenberg exchange coupling constant that describes
the interaction between center i and j, Sî is the electron spin
angular momentum operator associated with the electron
magnetic moment of atom i, and Iî is the nuclear spin angular
momentum operator associated with the nuclear magnetic
moment of nucleus i. It is important to underline that the
tensors that enter eq 3 are different from the tensors used in
this uncoupled representation, and are referred to as effective
tensors.
A mapping between the on-site and the effective tensors can

be made on the basis of the Wigner−Eckart theorem:6,34

∑ κ ρ= ′ =D D A Aand
i

i i i i i
(5)

where κi and ρi represent weighting factors (spin-projection
coefficients), defined by the spin-coupling topology of the
complex of interest. In the case of the hyperfine terms, by virtue
of the fact that they represent a coupling of the electron spin to
the site nuclear spin, a tensor for each individual metal center is
retained in the coupled representation, albeit as a scaled version
of the onsite tensor. While such effective hyperfine tensors
preserve the anisotropy and orientation information content of
the on-site tensor, their interpretation is hampered as such
effective hyperfine tensors can not be readily compared across
complexes of arbitrary nuclearity. This situation is even more
complex for the ZFS terms. In the coupled representation the
site tensors are subsumed into a single effective tensor that, in
the absence of symmetry arguments, cannot be straightfor-
wardly decomposed. Thus, information content regarding the
local properties like oxidation state and coordination geometry
of the individual metal centers is essentially lost.
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First-Principles Approach for the Local Anisotropy
Tensors. At the multiconfigurational level, the theory for the
calculation of the ZFS tensor has been described previously,
and the various contributions are obtained from eqs 3−6.35
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In these equations, ΔI′ is the energy difference between
multiplet ΨI′

S′M′ and the ground state Ψ0
SM in the absence of

spin−orbit coupling (SOC), and zK̂(i) represents the Kth spatial
component of an effective one-electron SOC operator, in our
case the spin−orbit mean-field (SOMF) operator.36,37 The
direct spin−spin coupling contribution (eq 6) is most
important for organic triplet states and biradicals,38,39 but it
also plays some role for transition metal complexes.40,41

However, for the purposes of this work it has a lesser role,
and, hence, we will concentrate on the second-order SOC
contribution to the ZFS, that is, Equations 7−9. It is important
to stress that eqs 6−9 are exact to second-order as long as one
uses exact eigenfunctions of the Born−Oppenheimer Hamil-
tonian in their evaluation. Thus, they hold true (to second
order) no matter how high the complexity of the ground state
or excited state wave functions may be in terms of spin
couplings or in any other respect. Since the exact
eigenfunctions required for eqs 6−9 are unobtainable and an
infinite sum over states cannot be performed, it is necessary to
introduce some approximations if one intends to use the
equations directly.
It is evident that in addition to the actual ground-state wave

function, there are contributions from potentially all excited
states of the system. Given the occurrence of the energy
differences in the denominator of this equations, it is also
evident that the accurate determination of vertical transition
energies is thus central to the calculation of reliable ZFS values.

Hence, it is important to be able to calculate the relevant local
d−d excited states in the presence of the other magnetic ions,
to predict accurate on-site ZFS tensors. These excitation
energies are sensitive functions of the local geometry around
the metal center in a way that can be fully rationalized by ligand
field theory.42 A considerable complication in this respect is the
complicated spin-coupling that the unpaired electrons in both
the ground and the excited states undergo to couple to a given
total multiplicity, a relevant quantity for evaluating eqs 7−9.
The calculation of reasonably accurate excitation energies in
combination with a treatment of this spin-coupling complexity
is the purpose of this paper.
In the case of a polynuclear transition metal cluster, two

approaches might be envisioned for the calculation of a local
ZFS value, that is, the calculation of an on-site value associated
with only one of the metal ions of the complex, using
multiconfigurational approaches. One way would be to
calculate all excited multiplets and then use a modified SOC
operator such that contributions from all but one center are
ignored. This is similar in spirit to the approach described
recently by van Wüllen at the DFT level.22 This “brute-force”
approach, however, means that the complete electronic
structure problem must be solved first, an enormous or even
intractable task for a multiconfigurational ab initio treatment of
a polynuclear cluster.
The alternative strategy presented in this work is to consider

only contributions from selected excited states that are localized
to the metal center of interest. Thus, the multiconfigurational
calculation is constrained from the outset to yield excited states
that arise exclusively from a specific metal ion, by constructing
an active space from orbitals that are localized on this ion. The
other ions are still present with all of their unpaired electrons,
but no excitations of these “spectator electrons” are allowed. If
the excitation manifold is locally complete, one may refer to
this approach as the local complete active space configuration
interaction (L-CASCI). The matrix elements of the SOC
operator are subsequently calculated using this manifold of
excited states. This approach is expected to work well if only
the metal d-orbitals are in the active space, since differential
dynamic correlation contributions between the ground and d−
d excited states are typically small in Werner-type coordination
complexes, and, hence, complete active space self-consistent
field (CASSCF) (or CASCI) treatments yield good excitations
energies.43

To arrive at the simplest possible treatment, the spins of the
spectator electrons are coupled in parallel. This yields the
smallest number of configuration state functions (CSFs) for a
given excited-state configuration. In general, we keep all linearly
independent CSFs for a given electronic configuration. Since
the orbitals are localized, the exchange contributions caused by
the spectator electrons are very small, as are the multicenter
matrix elements of the SOC operator.
Let us illustrate the approach with a hypothetical Mn(III)/

Mn(III) dimer. The active space would consist of 10 localized
orbitals of which the first five are assigned to the “left” and the
second five are assigned to the “right” Mn ion. If we consider
the localized orbitals at each center effectively canonicalized
and occurring in order of increasing energy, the ground-state
configuration is given by the occupation number vector n =
11110[11110] (spectator electrons are in brackets). The local
quintet excited states are 11101[11110], 11011[11110],
10111[11110], 01111[11110]. Since all electrons remain
high-spin coupled, a total multiplicity of S = 4 arises for each
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of these configurations, and each produces just a single CSF.
For the local triplet states additional configurations like
21100[11110] arise that produce more than a single CSF of
lower multiplicity that contributes to eq 7.
It is obvious that this approach is general and can, in

principle, be applied to any number of transition metal ions as
long as the number of linearly independent spin-couplings that
arise from a given configuration stays within reasonable bounds.
Since the configuration interaction (CI) calculations that are
required remain very small, regardless of the number of centers,
elaborate integral transformations are also not required; hence,
the method is not only physically sound but also computa-
tionally attractive. Once the local SOC contribution to the ZFS
is calculated using eqs 7−9, the individual contributions must
be renormalized since they have been calculated on the basis of
a global total spin rather than the local spin of the ion under
investigation that is implied by a local ZFS tensor.
In summary, in the L-CASCI approach the electronic

structure problem remains always confined to a single metal
ion; therefore, the local ZFS values can be obtained directly
regardless of the size of the system.
The individual steps involved in this procedure are as

follows:

1) Since most of the time in an MCSCF calculation is spent
in obtaining the orbitals, a convenient approach is to use
initial orbitals from a restricted open-shell spin-averaged
Hartree−Fock (SAHF) calculation, as described by
Zerner.44 This reduces the cost of the calculation
significantly, with little effect on the final results.

2) The molecular orbitals obtained from the SAHF
calculation are localized.

3) Following the assignment of the localized orbitals to
individual paramagnetic centers the Fock matrix is block-
diagonalized to get orbitals that are locally canonical.

4) The recanonicalized orbitals are used to build an active
space that involves only the specific metal ion.

5) All CSFs at the center of interest are considered, while
the other centers remain in a high-spin configuration.

6) The CI problem is solved in the basis of these CSFs.
7) The matrix elements of the SOC operator are evaluated

and used to calculate the different contributions to the
ZFS according to eqs 7−9.

8) The ZFS contributions are renormalized to arrive at a
local ZFS tensor for the ion of interest.

To illustrate this approach, a comparison can be made to a
regular MCSCF calculation. It is expected that the most
significant approximations are made in the initial step that
involves obtaining the orbitals. Since these orbitals are used to
express the different configurations, their quality will ultimately
influence the accuracy of the final ZFS parameters. This
approximation can be readily tested by considering the case of a
mononuclear complex (vide inf ra), since for polynuclear
complexes it requires converging first a MCSCF calculation, a
difficult problem as previously noted.
An important aspect in obtaining reliable ZFS parameters is

the quality of the SOC operator used. Approximations to the
Breit−Pauli operator have been previously considered.37 A
reliable form of the operator is based on the mean-field
approximation (SOMF) to spin−orbit coupling.36 In the
present work, two further approximations are considered to
the SOC operator, first by taking into account only one-center
contributions to the operator, and second by replacing the

molecular density used in the evaluation of the operator by the
frozen density obtained from spherical atomic densities. The
combination of both approximations, which is equivalent to the
atomic mean-field integral (AMFI) operator developed by
Schimmelpfennig, allows us to exclude specific centers from the
ZFS calculation.45 While this is not necessary here, since we
take a different route in obtaining the on-site values by instead
reducing the multiconfigurational space, we will also present
results based on this approximation to relate our results to
previously proposed DFT approaches, which do rely on such
reductions of the SOC operator. As before, mononuclear
complexes attest to the rigorousness of using the AMFI
operator. Additionally, we consider the results obtained using
the effective nuclear charge operator of Koseki, which relies on
parametrized nuclear charges to approximate an effective one-
electron operator.46

Finally, the localization of the molecular orbitals may
introduce a level of ambiguity, due to the possibility of using
different schemes to obtain them. For mononuclear complexes,
the same values are obtained for the ZFS regardless of the
localization procedure. This is not necessarily true for
polynuclear complexes, and as such, the influence of a
localization scheme will also be assessed in this work.

Computational Details. All calculations reported in this
work were carried out with the ORCA program package.47 For
the synthetic complexes, the spectroscopic properties were
calculated using structural models developed from X-ray
coordinates following optimization of the hydrogen atom
positions. In the case of the photosystem II models, the two S2
state structures were taken from previously published work
from our group.19 The ab initio approach developed in this
work for the calculation of the on-site ZFS parameters relies on
obtaining molecular orbitals from a spin-averaged restricted
open-shell Hartree−Fock (SAHF) calculation. For the
mononuclear complexes these orbitals were also obtained
from a CASSCF(4,5) calculation. The resulting orbitals were
localized by minimizing their spatial extent as proposed by
Foster and Boys.48 We also tested the Pipek−Mezey49 scheme
that relies on maximizing the sum of Mulliken atomic charges
to obtain the localized orbitals. Regardless of the nuclearity of
the complex, the localized orbitals were easily assigned to
individual paramagnetic centers. Note that the approach in
general assumes the ability to assign well-defined spins to the
metal centers. Following their recanonicalization, they were
used to perform a local configuration interaction calculation in
the space defined by the four electrons and five d orbitals of the
Mn(III) ion, L-CASCI(4,5). For the mononuclear complex this
reduces to a CASCI(4,5) calculation with SAHF or CASSCF
orbitals. The quintet and the triplet excited states were
considered when calculating the ZFS values; it has been
previously shown that contributions from singlet excited states
are negligible and can be safely excluded.40 The effects of the
dynamic electron correlation were evaluated using the second
order N-electron valence perturbation theory (NEVPT2),50,51

without any restrictions to excitations. The on-site ZFS
parameters using DFT-based methods by modifying the SOC
operator, in line with previous studies, were also evaluated.22 In
these calculations we tested the gradient-corrected nonhybrid
functional BP86,52,53 and we also tested the hybrid functional
B3LYP with 20% exact exchange.54 In all calculations the zeroth
order regular approximation (ZORA) Hamiltonian was
employed, and ZORA-recontracted versions of the def2-
TZVP basis sets were used for all elements, with the exception
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of the hydrogen and carbon atoms for which it was reduced to
the ZORA version of def2-SVP.55,72

■ RESULTS AND DISCUSSION
Synthetic Complexes. The approach proposed in this

work for the calculation of the on-site D-tensors was first tested
on three synthetic model complexes of increasing nuclearity
(Figure 1). Complex 1 is a mononuclear Mn(III) complex with

three acetylacetone (acac) ligands.56 Complex 2 is a Mn(II)-
Mn(III) dimer where the Mn ions are bridged by one hydroxy
and two carboxylato (piv) bridges, and the remaining terminal
coordination sites being completed by triazacyclononane (tacn)
ligands.57 Complex 3 is a linear Mn(IV)Mn(III)Mn(IV) trimer
with oximato bridges formed by salicylaldoxime (Sao)
ligands.58

Results obtained for the mononuclear γ-Mn(acac)3 complex
1 are described below. The ZFS parameters of the complex
have been measured to high precision,59 and these values are
listed in Table 1. A qualitative inference can be made regarding

the sign of the D-parameter by considering the local
environment of the high-spin metal ion. Ligand-field arguments
have been previously used to link the tetragonal elongation
induced by the Jahn−Teller effect to a negative value of D,
while a tetragonal compression is associated with a positive D
value.
As described above, the ZFS arises from both the spin−spin

and spin−orbit coupling. The spin−spin contribution (DSS in

Table 1) to the total D value of complex 1 is essentially the
same regardless of the theoretical method used, and both DFT
and multiconfigurational based methods yield similar values.
Moreover, it was shown using ab initio calculations that this
contribution to the ZFS is insensitive to the coordination
environment of the metal ion.32 It is thus expected that the
spin−spin contribution to the on-site ZFS tensor will remain
the same for a single Mn(III) ion in polynuclear systems, and
will therefore not be considered in the following discussion
regarding the dimer and trimer synthetic complexes.
In line with previous observations regarding mononuclear

Mn(III) complexes, the calculated value at the DFT level of
theory using the elaborate SOMF operator underestimates the
magnitude of spin−orbit coupling (DSOC) regardless of the
functional used.32 For both functionals tested here we calculate
a value approximately 40% smaller than experimental results.
Larger deviations were observed for the in-plane anisotropy,
that is, the E/D parameter, with a more rhombic ZFS calculated
using the BP86 functional.
The two multiconfigurational methods presented here (L-

CASCI and CASSCF) achieve much better agreement with
experiment. We stress again that the only difference between
the two methods is the nature of the orbitals used in the
configuration interaction treatment. In the CASSCF calcu-
lation, they are averaged orbitals over the quintet and triplet
states, while for the L-CASCI approach, they are obtained from
a SAHF calculation averaged over all high-spin configurations.
This explains why the two approaches give slightly different D
values. The E/D parameter is consistently reproduced using
both approaches, and compares very well with the exper-
imentally determined value. In terms of cost, we note that for
the present system the cost of generating CASSCF orbitals is
more than 10 times that of generating SAHF orbitals.
Next we focus on the performance of less elaborate SOC

operators and the effect of the additional approximations they
introduce. In neglecting multicenter terms for the spin−orbit
coupling part of the D tensor, the two SOC operators defined
in the Theoretical Background section (AMFI and ENC) allow
for a rigorous separation into site contributions. The results of
these approximations are presented in Table 1. It can be seen
that the AMFI operator, which in addition relies on spherical
atomic densities to build the molecular electron density, is a
very good approximation to the calculation of SOC. At all levels
of theory approximately 98% of the SOMF results are
recovered, with less than 0.1 cm−1 difference in absolute value.
In the case of the parametrized effective nuclear charge

operator (ENC), the SOC contributions are also consistently
underestimated. In this case, however, the difference compared
with the SOMF operator is more significant and amounts to an
underestimation of approximately 10% of the total value, an
error which is known to increase as a function of atomic
number. Even so, applying the ENC operator to multi-
configurational wave functions still provides a better estimate
of the ZFS parameters when compared with DFT results. This
is true even when a more accurate SOC operator is used with
DFT; that is, the error that originates from the use of DFT is
greater than the error originating from approximate expressions
of the SOC operator.
Multiconfigurational methods provide the basis for further

improving the quality of the predictions. This is also the case
for this type of system, for which it has been shown that
inclusion of dynamical correlation either by perturbative or
variational approaches can improve the calculated values.

Figure 1. Structural representations of the synthetic complexes used in
the present study. 1: γ-Mn(acac)3; 2: Mn2(OH)(piv)2(Me3tacn)2; 3:
NaMn3(

tBuSao)6. Hydrogen atoms were omitted for clarity, with the
exception of a single hydrogen atom in structure 2.

Table 1. Experimental and Calculated Zero-Field Splitting
Parameters D (cm−1) and E/D for Complex 1 at Different
Levels of Theory and Different Approximations of the Spin−
Orbit Coupling Operatora

BP86 B3LYP L-CASCI CASSCF NEVPT2

DSS −0.40 −0.44 −0.50 −0.49 −0.49
SOMFb DSOC −2.21 −2.14 −3.69 −3.62 −4.17

D −2.60 −2.57 −4.18 −4.11 −4.66
E/D 0.07 0.03 0.02 0.02 0.02

AMFIc DSOC −2.14 −2.08 −3.61 −3.54 −4.07
D −2.53 −2.51 −4.10 −4.03 −4.56
E/D 0.07 0.03 0.02 0.02 0.02

ENCd DSOC −2.03 −2.07 −3.29 −3.23 −3.72
D −2.42 −2.51 −3.78 −3.72 −4.21
E/D 0.08 0.03 0.02 0.02 0.02

aThe experimental values are D = −4.52 cm−1 and E/D = 0.04.59
bSOMF: spin-orbit mean-field. cAMFI: atomic mean-field integral.
dENC: effective nuclear charge.
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Indeed, by using N-electron valence perturbation theory on top
of the CASSCF wave function, the values for DSOC improve by
approximately 10%.32 This trend was also observed for a set of
Mn(III) complexes, for which the standard deviation between
the experimental and calculated values was improved by
including dynamical correlation. In this case, however, the
improvement was modest, less than 5%, suggesting that
considering only the static correlation is sufficient on average
for the calculation of accurate ZFS parameters for the type of
systems studied here.
A quantitative picture regarding the approximations intro-

duced by L-CASCI compared to CASSCF and the effect of
dynamic electron correlation results from the comparison of
the vertical ligand-field transition energies obtained using
different methods. The correct evaluation of these transition
energies is of central importance in calculating the ZFS
parameters, since the values enter in the denominator of eqs
6−9 and also determine the amount of state mixing. As shown
in Table 2, essentially the same values are obtained for L-

CASCI and CASSCF, with the differences never exceeding 500
cm−1. The inclusion of dynamic correlation using the NEVPT2
method improves the quality of the calculated transition
energies, which results in the better agreement seen previously
for the calculated D value and experiment.
It is clear from the above discussion that the inability of DFT

methods to quantitatively predict the D value is due to an
underestimation of the SOC contribution. This suggests that a
DFT-based procedure to obtain local ZFS parameters would be
complicated by intrinsic deficiencies of the method for this type
of property. On the other hand, the accuracy of the predictions
when using SAHF orbitals to avoid a costly MCSCF
calculation, establishes the L-CASCI method as a viable
alternative to the CASSCF method. Moreover, the results
obtained using multiconfigurational approaches can be system-
atically improved, while no clear route can be envisaged for
DFT methods. Here both functionals underestimate the
experimental value by the same amount. This result should
not, however, be extrapolated to other functionals, for which
unsystematic variations were obtained in the case of other
Mn(III) containing systems,32 or to other paramagnetic
systems where DFT-based methods were shown to fail
entirely.60−62

Having confirmed the reliability of the L-CASCI approach
for the mononuclear system, we apply the procedure outlined
in the methodology section to the dinuclear complex 2. Note
that the size of the dinuclear complex is already large enough to
render MCSCF calculations on the complete system
challenging. This is not only because of the expansion of the
active space but also because of the explosive increase in the

number of required states that must be computed to include all
relevant excitations from all metal centers of interest. By
contrast, the L-CASCI approach always involves computing a
strictly limited number of only the necessary roots for a single
metal center, regardless of the nuclearity of the complex. In the
case of the Mn(III) ion, for instance, only 50 roots need to be
computed always, instead of more than 18 000 roots required
for a complete CAS(9,10) treatment of the dinuclear system.
Table 3 shows that good agreement is achieved between the

L-CASCI values and the experimental estimate made by

mapping the spin Hamiltonian parameters to the on-site values.
DFT again grossly underestimates the absolute value of the
SOC contribution regardless of the density functional used.
Using a similar approach for the calculation of the on-site ZFS
at the DFT level, a similar underestimation was observed in the
case of other dinuclear complexes.24 To arrive at an agreement
with experimental values an artificial prefactor of 3 had been
used by Schraut et al.24 to correct the calculated on-site ZFS
values of the Mn(III). Moreover, a stark qualitative difference is
observed in the results obtained with the two different
functionals, since using the AMFI operator B3LYP predicts a
positive value of DSOC for complex 2, most probably due to the
large E/D value.
To test the influence of the localization scheme used to

obtained the orbitals we compare the Foster−Boys and the
Pipek−Mezey localization schemes for the dimer system. Even
though the two localization schemes are formally distinct, they
produce very similar orbitals. Since the localized nature of the
orbitals is maintained in the following recanonicalization
procedure, as illustrated by the plots in Figure 2, it is not
surprising that the same value is obtained for the on-site ZFS
parameters using two distinct sets of orbitals to build the active
space in the L-CASCI method.
Experimental data for complex 3 is restricted to the sign of

the local ZFS parameter, which is positive due to the
compressed coordination environment of the central Mn(III)
ion.58 All methods (Table 3) manage to reproduce the sign of
D. However, the results confirm the inconsistent and
unpredictable behavior of DFT, since B3LYP yields a D value
that is in agreement with the L-CASCI results, whereas BP86
underestimates this value by a factor of 2.

Application to the Oxygen Evolving Complex. The
results on the synthetic complexes presented above confirm the
accuracy and efficiency of the L-CASCI approach. As a
demonstration of how this method can be readily applied to
systems of even higher nuclearity, we present below
calculations on the catalytic site of water oxidation, termed

Table 2. Comparison of Calculated and Experimental
Vertical Transition Energies (cm−1) for Complex 1.

transitiona L-CASCI CASSCF NEVPT2 expt
5Eg →

5Eg 6960 7010 7900 9520
5Eg →

5T2g 16 460 16 540 19 940 17 900

17 810 17 920 21 390 21 500
18 220 18 360 22 130 21 500

5Eg →
3T2g 15 120 14 700 10 140

15 190 14 770 10 400
16 130 15 720 11 630

aOh symmetry labels are used to describe the transitions.

Table 3. Calculated Spin-Orbit Coupling Contributions to
the Zero-Field Splitting Parameters for the Mn(III) Ion in
Complexes 2 and 3 Using Different Levels of Theory

BP86 B3LYP L-CASCI

2a AMFI DSOC −0.99 1.49 −3.04
E/D 0.29 0.32 0.25

ENC DSOC −0.91 −1.36 −2.73
E/D 0.27 0.30 0.25

3 AMFI DSOC 1.50 3.24 3.12
E/D 0.04 0.02 0.01

ENC DSOC 1.41 2.49 2.82
E/D 0.04 0.01 0.01

aThe experimental values for 2 are D = −3.72 cm−1 and E/D = 0.31.63
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the oxygen-evolving complex (OEC), of photosystem II. The
OEC contains a cluster of four manganese ions and one
calcium ion connected through a network of five μ-oxo bridges
that facilitate the exchange coupling between the manganese
centers.64 The cluster passes through a series of five metastable
intermediate states during its reaction cycle65 called the Si states
(i = 0−4) where the subscript denotes the number of stored
oxidizing equivalents required for the four-electron water-
splitting reaction.
The S2 state, which is the most extensively characterized state

by magnetic resonance spectroscopies,66−71 represents a net
oxidation state of the complex of Mn(IV)3Mn(III). Combined
spectroscopic and computational efforts established that S2
displays two discrete ground states, namely, a low-spin (S =
1/2) and a high-spin state (S = 5/2) that represent two discrete
structural conformations of the cluster, called S2

A and S2
B, related

by relocation of the only Mn(III) ion of the cluster (see Figure
3).19 Crucially, in both the low- and the high-spin
conformations of the S2 state, the ZFS of the Mn(III) ion
determines the anisotropy of the whole complex.
In the high-spin configuration (S = 5/2), the site ZFS of the

Mn(III) is expected to define the total ZFS of the ground
electronic state of the complex (DS) and thus the spectral shape
of the EPR envelope and the position of the only resolved
turning point seen using X-band, the g ≥ 4.1 seen at ca. 160 mT
(ν = 9.4 GHz). This is because the three Mn(IV) ions of the
complex display much smaller site ZFS splitting (computed
values on the order of 0.2 cm−1) and as such do not need to be
considered. In the low-spin (S = 1/2) conformation, the effect
of the fine structure value of the Mn(III) ion on the ground
electronic state is indirect: as the ground state is not well

isolated, excited spin state character is mixed into the ground
state, perturbing its measured magnetic properties and defining
the large g and 55Mn hyperfine anisotropy of the system.19

Theoretical approaches are necessary to maximize the
information content of the rich but complicated EPR spectra,
but these approaches up to the present point have been limited
to DFT-based methodologies. Here we attempt L-CASCI
calculations to determine the local anisotropy of the unique
Mn(III) ion in the S2 state of the OEC. This is the first time
this level of theory is applied to a system of such size.
Following the L-CASCI procedure outlined above, we

calculated the SOC contribution to the D tensor of Mn(III)

Figure 2. (a) Canonical orbitals of complex 2 obtained from a SAHF calculation. (b) Foster−Boys localized and recanonicalized orbitals used in the
L-CASCI approach.

Figure 3. (upper) Schematic representation of the Mn oxidation state
distribution in the two interconvertible forms of the S2 state of the
OEC. (lower) Orientation of the principal axes of the DSOC for the
five-coordinate Mn(III) ion in each S2 conformation.
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in the two S2 state conformations. The computed values for
DSOC are −3.67 and −3.06 cm−1 for the S2

A and S2
B forms,

respectively. These values agree well with estimates from
current literature.70,71 The total ZFS of the S2

B isomer was
estimated via multifrequency EPR measurements and comple-
mentary static magnetization (SQUID) measurements to be ca.
0.5 cm−1, which would map to a Mn(III) site ZFS of ca. 3 cm−1.
Similarly, the site ZFS of the Mn(III) ion of the S2

A isomer was
inferred from the measured hyperfine anisotropy of the four
Mn ions. As noted above, because the ground spin state is not
well isolated, the anisotropic component of the effective
hyperfine tensors used to simulate the low-spin EPR spectrum
is taken as a measure for the site ZFS of the Mn(III) ion. This
value has not been inferred experimentally except from a lower
bound of approximately −1.5 cm−1,19 which is strongly
dependent on the precise magnetic (exchange) interactions
within the complex. It is more likely, as the theoretical
calculations show, that the site ZFS for the unique Mn(III) in
each of the S2 state isomers is similar, consistent with the
similar coordination geometry of the Mn(III) ion in both
structures. Since the method permits the calculation of the full
D-tensor, it also allows access to the orientation of the principal
components of the tensor. As shown in Figure 3, the Dz
component for both conformers is oriented along the open
coordination site of the Mn(III) ion.
The implications of these results for interpreting specific

magnetic resonance data on the S2 state and for elucidating the
details of the progression to the next step of the catalytic cycle
(S3)

73 will not be pursued here. At this point we simply wish to
note that the method presented in this work allows, for the first
time, access to such local parameters for polynuclear systems,
bioinorganic as well as synthetic, at a level of multireference
theory that overcomes the limitations of single-determinant
methods like those of DFT.

■ CONCLUSIONS

A method is proposed for calculating the local ZFS parameters
in polynuclear transition metal complexes using a multi-
reference approach. The method is based on defining a
reference active space that is constructed only from orbitals
localized on the metal ion of interest. This approach enables
application of high-level wave function-based ab initio methods
for the prediction of local (on-site) spectroscopic parameters
that enter in the uncoupled representation of the spin
Hamiltonian. In this way, it can be ensured that ambiguities
and intrinsic deficiencies of DFT approaches are avoided, while
at the same time no artificial chemical modification of the
model is introduced, as in the case of the atom substitution
approach. The method described above was tested on a series
of synthetic complexes to validate its performance. Sub-
sequently, it is successfully applied to the oxygen-evolving
Mn4CaO5 cluster of photosystem II, a large spin-coupled
system that is typical of the intended applications of the
method. The present work forms the basis for rigorous
multireference ab initio studies of exchange-coupled systems
containing multiple centers with potentially large and noncol-
linear local anisotropies.
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